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Who am I?

• Senior lecturer in Digital Humanities

• Active at the Centre for Educational Linguistics, Centre for Digital 

Humanities, and in the Människa-Maskin-Samhälle group

• PhD project: Automated Text Analytics for Swedish English Classrooms

• Feedback on papers – Can the computer do it? (No)



A (very) Short Timeline of Talking to Computers

• AI coined in 1956 by John McCarthy

• First chatbot in 1964 - ELIZA

• A.L.I.C.E in 1995

• Watson! joins Jeopardy in 2011

• GPT-3 is released upon the world in 2020

Prompt: “student talking to computer, and computer answering” (Canva)



Meanwhile, in language education…

CLEF (1983)

Computer-assisted

LEssons in

French

• Automated feedback for specific 

questions

“[…] a rarity nowadays, as most 

CALL programs incorporate nothing 

more than slick presentations followed 

by a few point-and-click-let's-move-

on-quick exercises”



Production-Evaluation-Response Machines

• Student produces language

• Language is evaluated

• A response is provided

Often relied on a set of specific questions and hard-coded responses



Knowledge base

Hard-coded knowledge, which a machine can reason from using logical inference. 

“Intelligence” is explicitly programmed into the AI

- Database of of formal statements and rules for making inferences and inductions

- Heyday in the 1980s

- Expert systems (e.g, pharmaceuticals)

- Dead-end



Machine Learning

The alternative strategy: instead of explicitly delineating knowledge, it the AI system is 

given the ability identify patterns in raw data as to form its own knowledge. Machines 

learn from “experience”

The three central components of Machine Learning are:

- Algorithm: set of sequential rules/instructions to follow

- Data: (1) training data, (2) model data, (4) input data, (5) output data

- Model: made up of both the data (model data) and procedures for how to use the data 

to make a prediction on new data (prediction “algorithm”)





Large Language Models (LLMs)

● Deep Learning models

● Large amounts of “text-like” data

● What are they made from?

○ Model and algorithm => Architecture

○ Data = Text => Word embeddings

Large = Larger = Ridiculous size = The truly preposterous = LLM => The next 

LLM 



What is ChatGPT?

Generative Pre-trained Transformer

• Generative?

• Generates content

• Pre-trained Large Language Model

• Trained on text-like data

• Transformer?

• Looks at words in context…

• …in parallel

Prompt: “how does ChatGPT work?” (Canva)



How do we use GPT?

• Setup

• Prompt

• (optional) Model answer

• Interpret output

So, in practice?



GPT in Language Learning

Huang, W., Hew, K. F., & Fryer, L. K. (2022). Chatbots for language learning—Are they really useful? A systematic review of chatbot-supported

language learning. Journal of Computer Assisted Learning, 38(1), 237–257. https://doi.org/10.1111/jcal.12610

https://doi.org/10.1111/jcal.12610


GPT for Information Retrieval?

Classroom experiment by Jessica Cail (2023)

• Used ChatGPT to generate literature reviews for a topic, including citations

• Annotated resulting papers:

• GREEN: This information is accurate, the source exists, and its findings 

match what the AI says. I will incorporate this info into my draft.

• YELLOW: This information is accurate, the source exists, and its 

findings match what the AI says, but it is not relevant enough to my 

paper to include in my draft.

• RED: This information is inaccurate or this source doesn't exist.





Do you want to use AI for IR?

RAGs

• Retrieval-Augmented Generative AI

• Uses an information layer between the AI and the user

Perplexity: https://www.perplexity.ai/

https://www.perplexity.ai/


GPT for Language Level Alignment

Zadorozhnyy A, Lai WYW. ChatGPT and L2 Written Communication: A Game-Changer or Just Another Tool? Languages. 2024; 9(1):5. 

https://doi.org/10.3390/languages9010005



GPT as a Peer-Tutor

• Not very good at writing

• Quite good at helping others write

” ChatGPT primarily assisted with lower-order language skills, such as basic 

vocabulary and grammar, while providing less support for advanced language 

skills, such as writing logical and authentic essays.”

• Experienced as a motivator for self-revision

Xiao Y, Zhi Y. An Exploratory Study of EFL Learners’ Use of ChatGPT for Language Learning Tasks: Experience and 

Perceptions. Languages. 2023; 8(3):212. https://doi.org/10.3390/languages8030212



1979, Internal IBM Memo



GPT as Conversation Practice

Zadorozhnyy A, Lai WYW. ChatGPT and L2 Written Communication: A Game-Changer or 

Just Another Tool? Languages. 2024; 9(1):5. https://doi.org/10.3390/languages9010005



Group activity: Evaluating ChatGPT for Role Play

• Observers and students

• One student reads ChatGPT’s parts

• One student provides the answers

• Prompt ChatGPT with a roleplay scenario

Tried and true classics:

- Ordering at a café

- Going to the movies

- Asking for directions

Let each scenario play for around X minutes, then discuss how to alter the 

prompt with the observer. Make sure to change roles between scenarios!



Talking to 
History: 
People AI

https://peopleai.app 

https://peopleai.app/






Group activity: Evaluating People AI

Same groups as before

Try conversations with individual bots

Try a dinner party

Questions:

• Is the conversation appropriate?

• Is the support adequate?

• Is the content relevant?

• Would this fit with your needs?



How it works:

• Model is provided with a “system prompt” describing the role

• Within the context of that conversation the role is maintained

• Might have access to specific materials concerning the person played

Can we do this ourselves?



Certainly! (But they want money)



Current stance?

Montenegro-Rueda M, Fernández-Cerero J, Fernández-Batanero JM, López-Meneses E. Impact of the 

Implementation of ChatGPT in Education: A Systematic Review. Computers. 2023; 12(8):153. 

https://doi.org/10.3390/computers12080153



Summary?

• Development is extremely rapid

• As any other method?

• As a skillset?

• …is this a fad? 

We need your help
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